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| Introduction The advent of fully autonomous driving is fast approaching. However, until self-driving systems can adeptly manage a diversity of situational challenges, environmental variables, and unforeseen circumstances, the journey toward complete autonomy will be evolutionary, marked by the necessity for human oversight (Gao et al., 2021; X. Li et al., 2023; Y. Wang et al., 2023). Concurrently, as autonomous driving technology evolves, an array of new challenges arises. Presently, numerous Original Equipment Manufacturers (OEMs) are adopting Level 2+ or Level 3 autonomous driving capabilities that permit drivers to temporarily relinquish control of specific driving functions, thereby harmonizing vehicular performance with cost-effectiveness (Mangal, 2021).  However, such systems may intermittently necessitate human re-engagement in vehicle operation, and conversely, drivers might require support from autonomous systems in particular scenarios (Wang et al., 2020; Y. Wang et al., 2023). Achieving fluid communication and collaboration between the driver and the autonomous system is paramount at this level of autonomous driving to enhance driving experience and safety (W. Li et al., 2023; X. Li et al., 2023; Z. Yang et al., 2023).  Consequently, the industry is in pursuit of a sophisticated, which is core topic of this project, the interactive system—one that fosters situational awareness through the amalgamation of insights from both the vehicle's interior and the external environment, acting as a reciprocal link between the autonomous system and the driver, and orchestrating actions to facilitate human-agent collaboration tasks in the context of awareness. Related WorksSituation AwarenessIntroduction Situation awareness (SA) is the perception of elements in the environment, comprehension of their meaning, and the projection of their status in the near future. It involves being aware of the start and end of situations, as well as any active situation at any given time. SA in intelligent cockpit refers to the ability of an autonomous vehicle to perceive its environment, understand the significance of the perceived information, and predict future states of the environment.  SA is a critical aspect of autonomous driving, as it directly impacts the safety and efficiency of the vehicle's operation. One main issue in SA includes attentional tunneling, where operators focus on a single goal and lose awareness of the overall picture, and stimuli that may divert attention from important aspects, leading to erroneous decisions (D’Anielloa et al., 2018). Representative Works The development of research hotspots in this field has been focused on improving the SA of autonomous vehicles through various methods, including multimodal sensing, machine learning, and interface design.  **Multimodal Sensing for SA**: (J. Yang et al., 2023) demonstrated a multimodal sensing approach for objective SA monitoring in autonomous driving. The study used physiological sensor data from electroencephalogram and eye-tracking to assess SA. The results showed that a multi-physiological sensor-model outperformed the single sensing model, suggesting that multimodal sensing can objectively predict SA.  **Machine Learning for SA**: Research by (Münst, 2020) used supervised machine learning techniques for both reactive predictions (short-term) and motivation-based predictions (long-term) to predict the behavior of other traffic participants and decide what to do with these. The study showed that even simple prediction and decision algorithms can considerably improve the current status quo, although more advanced models increase complexity.  **Interface Design for SA**: (Gong et al., 2023) explored the design of the vehicle terminal interface in a closed dark cabin driving environment to improve the driver's perception of the environmental information outside the cabin and the ease of use of the interface. The study found that the design method effectively enhanced the driver's SA.  **Attention-guiding Techniques for SA**: (Chen et al., 2023) proposed to improve drivers' takeover performance by utilizing attention-guiding techniques when delivering the takeover request (TOR) in semi-autonomous driving. The preliminary experiment indicated that this method reduced drivers' collision rate and mental workload. Challenges Despite the advancements in SA for autonomous driving, several challenges remain:   * 1. **Interface Design**: The design quality of the vehicle terminal interface directly affects the driver's SA level during driving. Therefore, improving the driver's perception of the environmental information and the ease of use of the interface is a challenge (Gong et al., 2023).   2. **Human-Automation Interaction**: A major question in human-automation interaction is whether tasks should be traded or shared between human and automation. This dilemma may impact the design of automation systems (de Winter et al., 2023).   3. **Traffic Sign Detection**: Traffic sign detection and recognition is a critical aspect of the environmental awareness module of autonomous driving. Early traffic sign recognition methods were mostly based on color features, shape features, or multi-feature fusion (H. Li et al., 2023).   4. **Transparency of agents**: In the context of automated vehicles, the transparency and reliability of in-vehicle intelligent agents significantly impact driver perception, workload, and SA (Daronnat et al., 2022).  Human-Agent CollaborationIntroduction Human-Agent Collaboration (HAC) in intelligent cockpit refers to the interaction between human drivers and autonomous driving systems. This field aims to enhance the safety, efficiency, and user experience of autonomous vehicles by leveraging the strengths of both human drivers and autonomous systems. The main issues in this field include path planning, perception of the dynamic world, decision-making, and communication between human drivers and autonomous systems (Agapito and Fallon, 2022; Khemchandani et al., 2023; Plebe et al., 2022). Representative Works **Applications of Large-Scale Foundation Models for Autonomous Driving**:  (Huang et al., 2024) investigates the application of large language models (LLMs) and foundation models in autonomous driving. The authors propose that these models can be used to reformulate autonomous driving by leveraging human knowledge, common sense, and reasoning. The models can be applied in various areas, including simulation, world model, data annotation, and planning or end-to-end solutions.  (Liao et al., 2023) introduces a sophisticated encoder-decoder framework, the Context-Aware Visual Grounding (CAVG) model, to address visual grounding in autonomous vehicles. The model integrates five core encoders with a Multimodal decoder, enabling it to capture contextual semantics and learn human emotional features. The model demonstrated high prediction accuracy and operational efficiency, even with limited training data.  In conclusion, multi-modal large-scale models, such as GPT-4, have been applied in autonomous driving to enhance human-agent collaboration. These models can process and interpret a range of cross-modal inputs, yielding a comprehensive understanding of the correlation between verbal commands and corresponding visual scenes. They can also learn human emotional features, which can be useful in understanding and responding to human drivers' intentions and emotions (Cui et al., 2023; Liao et al., 2023; L. Wang et al., 2023; Z. Yang et al., 2023).  **Real Time Human Assisted Path Planning for Autonomous Agent using VR**:  (Khemchandani et al., 2023) focuses on path planning, a critical aspect of autonomous driving. The researchers developed a virtual reality (VR) system to train defense personnel in path planning for various operations in remote areas. The system simulates real-world scenarios, including traffic light systems, AI car navigation algorithms, and rescue operations, providing a cost-effective and safe training environment.  **Toward Policy Explanations for Multi-Agent Reinforcement Learning**:  (Boggess et al., 2022) presents novel methods to generate policy explanations for multi-agent reinforcement learning (MARL), a technique used in autonomous driving. The authors developed methods to summarize agent cooperation and task sequence and to answer queries about agent behavior. The study found that these explanations improved user performance and satisfaction.  **Distributed cognition for collaboration between human drivers and self-driving cars**:  This paper proposes a collaboration mechanism based on the concept of distributed cognition. The authors suggest that intelligence lies not only in the individual entities (human or autonomous agent) but also in their interaction. The study uses a driving simulator to demonstrate the collaboration in action, showing how the human can communicate and interact with the agent in various ways with safe outcomes (Plebe et al., 2022). Challenges Despite the progress made in human-agent collaboration in autonomous driving, several challenges remain. These include accurately representing the mutual effects of vehicles and modeling dynamic traffic environments in mixed autonomy traffic, which includes both autonomous vehicles and human-driven vehicles (Liu et al., 2022). Another challenge is managing the risk that an agent's action could harm a friendly computer, which must be balanced against the losses that could occur if the agent does not act (Kott, 2023). Lastly, there is a need for more research on how to maintain human expertise and relevance in professional decision-making as automation increases (X. Li et al., 2023). Conclusion Addressing the challenges highlighted above, this project introduces HarmonyCockpit (HCockpit), a framework that integrates advanced multi-modal large-scale models to facilitate transparent human-agent collaboration (HAC) within the cockpit environment. HCockpit cultivates situational awareness by synthesizing information from both the cockpit's internal and external milieus and directs actions in concert with established cockpit functions to support HAC tasks grounded in situational cognizance.  To assess HCockpit's efficacy and derive insights, the HarmonyCopilot (HCopilot) was developed as an operational example of the HCockpit framework, utilizing cutting-edge multi-modal large-scale models alongside conventional intelligent cockpit designs. As a reciprocal link between the autonomous driving system and the driver, HCopilot strives to augment the driving experience and safety via an integrated human-vehicle interface.  Different from (Huang et al., 2023; Liao et al., 2023; L. Wang et al., 2023; S. Wang et al., 2023; Wen et al., 2023)s’ works, this project research introduces the HCockpit framework and the HCopilot exemplar as pioneering contributions to autonomous driving technology, emphasizing AI-driven collaboration between humans and machines. It notably accentuates situational awareness and undertakes passive human-system interaction. Leveraging substantial multi-modal models, the initiative endeavors to enrich comprehension of both vehicular confines and the external environment, thereby enhancing the response capability and transparency of the autonomous system. Departing from conventional autonomous driving studies, it incorporates advanced functionalities like semantic comprehension, driver intent prediction, and bidirectional communication—innovations that position it at the forefront of the field.  HCockpit notably excels in personalizing user experience by proactively adapting to the driver’s behaviors and preferences, enhancing trust and satisfaction with the system. In terms of safety, the model responds promptly to lapses in the driver's focus or when faced with challenging driving scenarios that surpass the autonomous system's capacity, proactively signaling the driver to assume control. This feature serves to avert potential accidents and bolsters overall driving safety. Such advancements highlight HCockpit's role in not only improving autonomous driving performance but also in offering a tailored driving experience with significant market potential. References Agapito, L., Fallon, M., 2022. 19th on Robots and Vision.  Boggess, K., Kraus, S., Feng, L., 2022. Toward Policy Explanations for Multi-Agent Reinforcement Learning. https://doi.org/10.48550/arXiv.2204.12568  Chen, Q., Li, J., Tei, K., 2023. Attention-guiding Takeover Requests for Situation Awareness in Semi-autonomous Driving. Companion of the 2023 ACM/IEEE International Conference on Human-Robot Interaction 416–421. https://doi.org/10.1145/3568294.3580118  Cui, C., Ma, Y., Cao, X., Ye, W., Zhou, Y., Liang, K., Chen, J., Lu, J., Yang, Z., Liao, K.-D., Gao, T., Li, E., Tang, K., Cao, Z., Zhou, T., Liu, A., Yan, X., Mei, S., Cao, J., Wang, Z., Zheng, C., 2023. A Survey on Multimodal Large Language Models for Autonomous Driving.  D’Anielloa, G., Loiab, V., Orciuolib, F., 2018. Ambient Systems , Networks and Technologies ( ANT 2017 ) Adaptive Goal Selection for improving Situation Awareness : the Fleet Management case study.  Daronnat, S., Azzopardi, L., Halvey, M., 2022. Comparing Levels and Types of Situational-Awareness based Agent Transparency in Human-Agent Collaboration. Proceedings of the Human Factors and Ergonomics Society Annual Meeting 66, 1169–1173. https://doi.org/10.1177/1071181322661498  de Winter, J.C.F., Petermeijer, S.M., Abbink, D.A., 2023. Shared control versus traded control in driving: a debate around automation pitfalls. Ergonomics 66, 1494–1520. https://doi.org/10.1080/00140139.2022.2153175  Gao Z., Li W., Liang J., Pan H., Xu W., Shen M., 2021. Trust in automated vehicles. Adv Psychol Sci 29, 2172–2183. https://doi.org/10.3724/SP.J.1042.2021.02172  Gong, X., Yingxue, Y., Liu, Y., Gong, Q., 2023. Interaction Design of Closed Dark Cabin Driving Interface based on Situation Awareness. https://doi.org/10.54941/ahfe1003792  Huang, J., Jiang, P., Gautam, A., Saripalli, S., 2023. GPT-4V takes the wheel: Evaluating promise and challenges for pedestrian behavior prediction. ArXiv abs/2311.14786.  Huang, Y., Chen, Y., Li, Z., 2024. Applications of Large Scale Foundation Models for Autonomous Driving. https://doi.org/10.48550/arXiv.2311.12144  Khemchandani, V., Khan, M.A., Barkaa, M.U., Chandra, S., Wadalkar, N.M., 2023. Real Time Human Assisted Path Planning for Autonomous Agent using VR. 2023 2nd Edition of IEEE Delhi Section Flagship Conference (DELCON) 1–6. https://doi.org/10.1109/DELCON57910.2023.10127333  Kott, A., 2023. Autonomous Intelligent Cyber-defense Agent: Introduction and Overview. https://doi.org/10.48550/arXiv.2304.12408  Li, H., Ma, Y., Yu, J., Zhang, Z., 2023. Studies Advanced in Traffic Sign Detection in Autonomous Driving Scenarios. ACE 8, 501–506. https://doi.org/10.54254/2755-2721/8/20230261  Li, W., Cao, D., Tan, R., Shi, T., Gao, Z., Ma, J., Guo, G., Hu, H., Feng, J., Wang, L., 2023. Intelligent Cockpit for Intelligent Connected Vehicles: Definition, Taxonomy, Technology and Evaluation. IEEE Transactions on Intelligent Vehicles 1–14. https://doi.org/10.1109/TIV.2023.3339798  Li, X., Bai, Y., Cai, P., Wen, L., Fu, D., Zhang, B., Yang, X., Cai, X., Ma, T., Guo, J., Gao, X., Dou, M., Li, Y., Shi, B., Liu, Y., He, L., Qiao, Y., 2023. Towards Knowledge-driven Autonomous Driving.  Liao, H., Shen, H., Li, Z., Wang, C., Li, G., Bie, Y., Xu, C., 2023. GPT-4 Enhanced Multimodal Grounding for Autonomous Driving: Leveraging Cross-Modal Attention with Large Language Models. https://doi.org/10.48550/arXiv.2312.03543  Liu, Q., Li, X., Li, Z., Wu, J., Du, G., Gao, X., Yang, F., Yuan, S., 2022. Graph Reinforcement Learning Application to Co-operative Decision-Making in Mixed Autonomy Traffic: Framework, Survey, and Challenges. https://doi.org/10.48550/arXiv.2211.03005  Mangal, N., 2021. Automated Driving Requires Rethink of Human-Vehicl. APTIV.  Münst, W., 2020. Prediction of Driver Behavior and Decision Strategies for Autonomous Driving: Using Machine Learning and Decision Theory. MyCoRe Community. https://doi.org/10.18445/20201122-144857-0  Plebe, A., Rosati Papini, G.P., Cherubini, A., Da Lio, M., 2022. Distributed cognition for collaboration between human drivers and self-driving cars. Front Artif Intell 5, 910801. https://doi.org/10.3389/frai.2022.910801  Wang, J., Zhang, L., Huang, Y., Zhao, J., 2020. Safety of Autonomous Vehicles. Journal of Advanced Transportation 2020, e8867757. https://doi.org/10.1155/2020/8867757  Wang, L., Ren, Y., Jiang, H., Cai, P., Fu, D., Wang, T., Cui, Z., Yu, H., Wang, X., Zhou, H., Huang, H., Wang, Y., 2023. AccidentGPT: Accident Analysis and Prevention from V2X Environmental Perception with Multi-modal Large Model.  Wang, S., Zhu, Y., Li, Z., Wang, Y., Li, L., He, Z., 2023. ChatGPT as Your Vehicle Co-Pilot: An Initial Attempt. IEEE Trans. Intell. Veh. 1–17. https://doi.org/10.1109/TIV.2023.3325300  Wang, Y., Jiao, R., Lang, C., Zhan, S.S., Huang, C., Wang, Z., Yang, Z., Zhu, Q., 2023. Empowering autonomous driving with large language models: A safety perspective. ArXiv abs/2312.00812.  Wen, L., Yang, X., Fu, D., Wang, X., Cai, P., Li, X., Ma, T., Li, Y., Xu, L., Shang, D., Zhu, Z., Sun, S., Bai, Y., Cai, X., Dou, M., Hu, S., Shi, B., Qiao, Y., 2023. On the road with GPT-4V(ision): Early explorations of visual-language model on autonomous driving. ArXiv abs/2311.05332.  Yang, J., Liang, N., Pitts, B.J., Prakah-Asante, K.O., Curry, R., Blommer, M., Swaminathan, R., Yu, D., 2023. Multimodal Sensing and Computational Intelligence for Situation Awareness Classification in Autonomous Driving. IEEE Trans. Human-Mach. Syst. 53, 270–281. https://doi.org/10.1109/THMS.2023.3234429  Yang, Z., Jia, X., Li, H., Yan, J., 2023. LLM4Drive: A Survey of Large Language Models for Autonomous Driving. arXiv.org. |
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